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Supervised learning is a 
subcategory of 
machine learning 
where every data point 
is labeled

We briefly discuss the 
terms used during our 
presentation
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Semi-Supervised 
Learning

This is typically done 
by using student-
teacher learning or 
consistency training

For semi-supervised 
learning, we learn 
representations on the 
unlabeled data
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This is achieved by 
formulating each data 
point as a numerical 
value for the selection 
metric

Active learning 
iteratively queries data 
points for labeling from 
the unlabeled data 
pool
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We explore using semi-
supervised learning to 
effectively use all data to 
its maximum potential 

Typical active learning 
frameworks do not 
utilize available 
unlabeled data
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StudentStudent

Labeled Data Ground Truth
At every mini-batch 
iteration, labeled data 
is used for learning 
with cross-entropy loss

Student Teacher learning 
for semi-supervised 
learning works in the 
following manner
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StudentStudent

Labeled Data Ground Truth

Teacher

Which is identical to the 
student network and 
updated by exponential 
moving average

The newly updated 
student weights are 
then passed to the 
teacher network
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

The teacher network is 
then used to predict 
pseudo labels on the 
un-labeled data
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

These pseudo labels are 
then used for updating 
the weights for the 
student network on the 
unlabeled data
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StudentStudent

Labeled Data Ground Truth

Teacher

Un-Labeled Data Pseudo Labels

Mini Batch

Epoch

Cycle

At the end of the cycle, 
the network’s confidence 
of per-pixel prediction is 
selected as a metric for 
querying data points for 
labeling

This pipeline is 
repeated every mini-
batch iteration for 
every active learning 
cycle
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𝑙𝑐𝑒

𝑙𝑐𝑒

𝑙𝑐𝑒

(a) Cross-Entropy (CE) Loss

(b) Confidence-Threshold’ed CE Loss 

(c) Confidence-Weighted CE Loss 

In normal learning 
scenario, these labels 
would be directly used 
as ground truths (a)

We obtain predicted 
label and its 
corresponding 
confidence from the 
teacher’s output

To assist in learning, we 
develop two additional 
mechanisms:
1) Confidence Weighting
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𝑙𝑐𝑒

(a) Cross-Entropy (CE) Loss

(b) Confidence-Threshold’ed CE Loss 

(c) Confidence-Weighted CE Loss 

Hence, we bypass the 
thresholding by modifying 
cross-entropy with its 
pixel-wise weighted 
version (c)

However, this leads to 
convergence issues, and 
sometimes, overfitting 
during the student-
teacher learning process

The logical step would be to 
directly threshold the pixel-
wise predictions based on the 
corresponding label 
confidence from the teacher 
(b)

However, the teacher 
network is an exponentially 
updated version of the 
student and is subject to bias 
and noise from the student
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We tweak the masking 
probabilities to focus 
more on the tail classes: 
Bus, car, train as 
compared to sky, building, 
roads

ClassMix augments 
images by randomly 
mixing masks from the 
present classes within the 
image sets

Our 2nd mechanism: 
Balanced ClassMix
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Pre-paper 
SOTA

Network 
Architecture

mIoU
(100% 
Data)

% Data 
required 
to reach 
95% of 
mIoU

mIoU at 
correspon
ding % 
data

Ours

% Data 
required 
to reach 
95% of 
mIoU

mIoU at 
correspon
ding % 
data

CamVid – 11 classes

DEAL MBV2 – DLv3 64.5 40 62.1 13.8 62.3

EquAL ResNet50 – 
DLV3

67.2 12 63.4 12.0 65.3

CityScapes – 19 classes

DEAL MBV2 – DLv3 65.7 40 61.6 16.3 64.8

VAAL DRN 62.95 30 58.4 16.3 60.9

Our framework, S4AL, 
achieves higher score, 
under all evaluation 
cases

We compare our results 
to the previous state-of-
the-arts in active learning 
for semantic 
segmentation
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Component-wise analysis

MBV2 – DLv3 CamVid CityScapes

Student-Teacher 61.2 61.4

w/ Confidence
Weighting

61.7 62.5

w/ Balanced 
ClassMix

62.3 64.8

It is clearly visible that 
both our proposed 
mechanisms help improve 
the score by a significant 
margin, especially for 
CityScapes

We use MBV2 as the 
backbone of interest it is 
relatively smaller in size 
and conducting multiple 
experiments is not too 
time-consuming

In addition, we also 
perform an ablation study 
to verify that our 
hypothesized mechanisms 
are indeed helpful 
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https://github.com/aneesh3108/S4AL

https://github.com/aneesh3108/S4AL
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